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Recap

natural extension of linear models to binary classification tasks

Biological inspiration of activation threshold
Perceptrons

Linear Regression
Closed Form solution for finding optimal parameters

Matrix and Vector Notation

Only differ from Linear Regression in 
terms of activation function
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Todays Goals

(1) Review Perceptrons and Apply to MNIST
(2) How do we train perceptrons?
(3) What are Perceptrons strengths and weaknesses?
(4) Multi-Layer Perceptrons (aka Neural Networks)



Understanding Perceptron Weights
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Understanding Perceptron Weights
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What would it mean for a 
weight to be 0?
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Input features should be in 
the same range! (e.g., 

should be between 0 and 1)
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How Strong are Linear Separators?

Image courtesy of: https://vitalflux.com/how-know-data-linear-non-linear/



MNIST

The most famous dataset in Deep Learning
Modified National Institute of Standards and Technology database

Image courtesy of Wikipedia



Motivation: Zip Code Recognition

http://yann.lecun.com/exdb/publis/pdf/matan-92.pdf





How does a computer know this is 
a three?







Center is typically empty for 0’s. 
How does this compare with 3’s?











Train, validation, and test sets

• Training Set: Used to adjust parameters of model

• Validation set — used to test how well we’re doing as we develop 

• Prevents overfitting

• Test Set — used to evaluate the model once the model is done Train

Validation

Test



MNIST

• 60,000 Images in training set
• 10,000 Images in test set
• No explicit validation set



MNIST

• 60,000 Images in training set
• 10,000 Images in test set
• No explicit validation set

What do you suggest 
we do?
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The Perceptron Algorithm

Loop Over Dataset (until no weights change)
 - For each misclassified example
  - update weights to make better prediction for example



The Perceptron Algorithm

1. Initialize Ԧ𝜃 = 0

2. For N iterations or until Ԧ𝜃 does not change
1. For each example 𝑥 𝑘  with label 𝑦 𝑘

1. If 𝑦 𝑘 = 𝑓(𝑥 𝑘 ), continue

2. Else, for all parameters 𝜃𝑖 ∈ Ԧ𝜃, 𝜃𝑖 = 𝜃𝑖 + 𝑦 𝑘 − 𝑓 𝑥 𝑘 ⋅ 𝑥𝑖
𝑘

w: weights
b: bias

𝜃: parameters (weights and biases), Ԧ𝜃 = 𝑤 ∪ 𝑏

𝑥 𝑘 : k’th training example, 𝑦 𝑘  k’th training label
𝑥𝑖

𝑘 : i’th feature for k’th example
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Need to start somewhere… 
any initial setting will work



The Perceptron Algorithm

1. Initialize Ԧ𝜃 = 0

2. For N iterations or until Ԧ𝜃 does not change
1. For each example 𝑥 𝑘  with label 𝑦 𝑘
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𝑥 𝑘 : k’th training example, 𝑦 𝑘  k’th training label
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𝑘 : i’th feature for k’th example

N is referred to as “epochs”:
Number of times the entire 
dataset is iterated through



The Perceptron Algorithm

1. Initialize Ԧ𝜃 = 0

2. For N iterations or until Ԧ𝜃 does not change
1. For each example 𝑥 𝑘  with label 𝑦 𝑘
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Loop over every example in dataset



The Perceptron Algorithm

1. Initialize Ԧ𝜃 = 0

2. For N iterations or until Ԧ𝜃 does not change
1. For each example 𝑥 𝑘  with label 𝑦 𝑘

1. If 𝑦 𝑘 = 𝑓(𝑥 𝑘 ), continue

2. Else, for all parameters 𝜃𝑖 ∈ Ԧ𝜃, 𝜃𝑖 = 𝜃𝑖 + 𝑦 𝑘 − 𝑓 𝑥 𝑘 ⋅ 𝑥𝑖
𝑘

w: weights
b: bias

𝜃: parameters (weights and biases), Ԧ𝜃 = 𝑤 ∪ 𝑏

𝑥 𝑘 : k’th training example, 𝑦 𝑘  k’th training label
𝑥𝑖

𝑘 : i’th feature for k’th example

Look only at examples that are 
misclassified (i.e., 𝑦 𝑘 ≠ 𝑓(𝑥 𝑘 ))
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The Perceptron Algorithm

1. Initialize Ԧ𝜃 = 0

2. For N iterations or until Ԧ𝜃 does not change
1. For each example 𝑥 𝑘  with label 𝑦 𝑘

1. If 𝑦 𝑘 = 𝑓(𝑥 𝑘 ), continue

2. Else, for all parameters 𝜃𝑖 ∈ Ԧ𝜃, 𝜃𝑖 = 𝜃𝑖 + 𝑦 𝑘 − 𝑓 𝑥 𝑘 ⋅ 𝑥𝑖
𝑘

w: weights
b: bias

𝜃: parameters (weights and biases), Ԧ𝜃 = 𝑤 ∪ 𝑏

𝑥 𝑘 : k’th training example, 𝑦 𝑘  k’th training label
𝑥𝑖

𝑘 : i’th feature for k’th example

For every parameter in our perceptron…

If 𝑦 𝑘 = 1 and 𝑓 𝑥 𝑘 = 0 and 𝑥𝑖
𝑘 >0…

𝜃𝑖 increases



The Perceptron Algorithm

1. Initialize Ԧ𝜃 = 0

2. For N iterations or until Ԧ𝜃 does not change
1. For each example 𝑥 𝑘  with label 𝑦 𝑘

1. If 𝑦 𝑘 = 𝑓(𝑥 𝑘 ), continue

2. Else, for all parameters 𝜃𝑖 ∈ Ԧ𝜃, 𝜃𝑖 = 𝜃𝑖 + 𝑦 𝑘 − 𝑓 𝑥 𝑘 ⋅ 𝑥𝑖
𝑘

w: weights
b: bias

𝜃: parameters (weights and biases), Ԧ𝜃 = 𝑤 ∪ 𝑏

𝑥 𝑘 : k’th training example, 𝑦 𝑘  k’th training label
𝑥𝑖

𝑘 : i’th feature for k’th example

If no parameters change, then we know 
that 𝑦 𝑘 = 𝑓 𝑥 𝑘 ∀𝑘



Converting Perceptrons to Multi-Class 
Classification





How do we do this?



How do we do this?

Instead of outputting a 
binary prediction, make 

an output for each class.



Using Multiple Perceptrons

• We can use m perceptrons (where m is the number of output 
classes)

• For MNIST, this would be 10 perceptrons
• Each individual perceptron will need to return a value, our model 

will return the class with the highest value
• Here, value refers to the weighted sum before the threshold is applied
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Perceptrons achieve ~85% accuracy on MNIST

Is this good?



So how well does this do?

Perceptrons achieve ~85% accuracy on MNIST

Is this good?

Can be coded in ~20 minutes, 
probably achieves better 

accuracy than whatever else you 
can do in ~20 minutes…



So how well does this do?

Perceptrons achieve ~85% accuracy on MNIST

Is this good?

Can be coded in ~20 minutes, 
probably achieves better 

accuracy than whatever else you 
can do in ~20 minutes…

But 85% is not good enough 
for the post office
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Perceptrons

Are Perceptrons guaranteed to achieve 
100% accuracy?

How can you put a linear separator on the 
plot to separate the two classes?

There are simple functions that 
perceptrons can’t learn!



The Solution:
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Perceptron

Multi-Layer Perceptron (MLP, Neural Network)

Layer 1 Layer 2



Perceptrons: Marvin Minsky and Seymor 
Papert
• Published in 1969 and very pessimistic of “connectionism”
• Limited funding for neural networks research in the 1970s

• (First AI winter)

• 1980s – revival of neural networks research
• “Invention” of backpropagation, needed for efficient training of neural 

networks

• 1987 – collapse of LISP machine market and abandonment of 
expert systems
• (Second AI winter)



Remaining Questions (for next time)

• We trained perceptrons with a special algorithm for binary 
classification. How does that change when we have multiple 
outputs or multiple layers?

• Multi-layer perceptrons can achieve better performance on MNIST 
and can work with non-linear separable data. Is there anything 
they can’t learn?



Recap

Perceptrons have binary outputs (0 or 1), 
how do we do multi-class classification? 

With a different perceptron output for each 
class! (and using continuous output value 

not binary)

Perceptrons can only correctly classify 
linearly separable data, how can we learn 

more complex functions?
Using multi-layer perceptrons (MLPs)!

First weekly quiz is up on Gradescope (as of 
12:40pm), and due in 24 hours (1pm Thursday)

MNIST image data is a testbed for multi-
class classification
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