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Large Language Model Scaling “Laws”

The bigger the better

Kaplan et al. “Scaling Laws for Neural Language Models”



Open AI, Gpt-4 technical report, 2023

We can predict, with high 
accuracy, how well a model 
will do after a certain amount 
of training just from 
extrapolating historical 
patterns



Overview of Today

How Do LLMs Work (Learning)?
 Architecture, Pre-Training, alignment

How can we improve them?
 Safety, RAG, and Reasoning



Decoder Only Transformer

Language modeling does not have a separate 
input-output  sequence, they are one and the 
same (unlike machine translation)

We don’t need a separate encoder and decoder in 
the transformer

A decoder-only-transformer is just the decoder of 
a transformer and is the primary building block of 
LLMs



Source: Cameron Wolfe

#tokens in input is the context length



Generative Pre-Training

Many diverse tasks involve understanding natural language
• Machine Translation
• Text Generation
• Sentiment Analysis
• Multiple-choice questions
• Entailment/Proofs

Do we really need to start 
from scratch each time?

GPT: Generative Pre-Trained 
Transformer



Generative Pre-Training

Pre-Training: train a model to perform language modeling on a large 
corpus of unlabeled text data.

Fine-Tuning: take that pre-trained model and continue training on 
the specific task of interest (i.e., change the loss function, dataset, 
and some parts of the model if needed)



Alec Radford et al., Improving Language Understanding by Generative Pre-Training, 2018



Alec Radford et al., Improving Language Understanding by Generative Pre-Training, 2018

Starting with language modeling and fine tuning to a 
specific task improves performance over just 

training on the desired task



Foundation Models: Beyond Language

• Foundation Model: An AI model that is trained on broad data; 
generally uses self-supervision; contains at least tens of billions of 
parameters; is applicable across a wide range of contexts.
• Definition from executive order on AI Safety passed on May 4th 2023

• (Rescinded on January 20th, 2025)

https://en.wikipedia.org/wiki/Self-supervised_learning


Foundation Models
AI Foundation Models: Transforming Big Business

(Foundation models will not replace deep learning, 
this is just helpful for contextualizing the process) 

https://dataforest.ai/blog/ai-foundation-models-for-big-business-innovation

https://www.google.com/url?sa=i&url=https%3A%2F%2Fdataforest.ai%2Fblog%2Fai-foundation-models-for-big-business-innovation&psig=AOvVaw3J4ieSoUq5Q3FVGj-deVzN&ust=1742610460084000&source=images&cd=vfe&opi=89978449&ved=0CBQQjRxqGAoTCMjyqf2PmowDFQAAAAAdAAAAABCQAg


Foundation Models

Key Question: What is the equivalent of language modeling for other modalities?



Turning GPT to Chat-GPT

Source: OpenAI

Step 0: Train GPT

Computationally expensive

Smaller dataset, less computationally expensive



Supervised Fine Tuning (SFT)

• The LLM after Pre-Training may have some problems
• Outputs may be repetitive
• May be rude, racist, or otherwise not a good “chatter”

• Need to align the LLMs behavior with desired behavior
• Collect data on “good” responses to questions

*I do not guarantee this is not a scam job*



Supervised Fine Tuning (SFT)

SFT is where LLMs “learn to answer questions”



Reinforcement Learning with Human 
Feedback
• Train a model to rank possible outputs from an LLM
• Turn these rankings into rewards
• Use these rewards for reinforcement learning (next topic, after 

break)



Hallucinations

• Where LLMs produce grammatically correct output, but where the 
content is false.

But isn’t this the same as the errors 
we always had with neural networks? 
Why the need to now call them 
“hallucinations”



Retrieval Augmented Generation (RAG)

• Build large database of reference 
materials (sources)

• Allow the LLM retrieve 
documents from this source and 
add it to the context

• Make predictions from the 
original query and the augmented 
context



Optimizers

• Adam is pretty good for everything we do 
in this class, but there are better 
optimizers for LLMs

• Better optimizers == better/faster results

https://kellerjordan.github.io/posts/muon/



Reducing Climate Impact

• These models take a lot of electricity to train and 
run inference (make responses)

• This can have costly environmental impacts
• Concerns for both the amount of CO2 generated 

and the amount of water required for cooling data 
centers.



Reducing Climate Impact

Can we achieve similar results with smaller models?



Quantization

Can we use smaller 
representation of 
parameters? 

DeepSeek was able to 
create distilled and 
quantized models that 
only used 4 bits per 
parameter
https://huggingface.co/neuralmagic/DeepSeek-
R1-Distill-Llama-8B-quantized.w4a16



Memorization or Generalization?

Do LLMs “just memorize the training data”?

Grokking: The network suddenly generalizes well after initially overfitting the training data

https://pair.withgoogle.com/explorables/grokking/



Memorization or Generalization?

Do LLMs “just memorize the training data”?

Why this really matters:
• If a language model is memorizing its inputs, it should not fall under fair use
• If a language model uses its training data to train and generalize, it probably falls under fair use

Fair use: under certain circumstances, the use of copyrighted materials without permission is allowed

One key consideration: The use must be transformative



Chain of Thought (CoT)



Recap

Foundation models: What lessons can we take from LLMs?

How can we improve LLM performance?
 Optimizers, Chain of Thought, more parameters/compute/data

Pre-training + Fine-tuning outperforms training on the original task
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