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Logistics

• Guest lecture on Monday by Jason Liu about language grounding
• Final Project groups (and your TA) will be finalized soon
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σ𝑗=1 exp 𝑠𝑐𝑜𝑟𝑒 𝑠𝑡−1, ℎ𝑗

Softmax of some predefined scoring metric
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Attention Alignment Score

• Need to determine how well output word 𝑦𝑡  aligns with each input 
word 𝑥𝑖

• How can we determine the similarity between two words (or at 
least the vectors that represent them)?

Cosine Similarity(ℎ𝑖 , 𝑠𝑡−1) =
ℎ𝑖𝑠𝑡−1

ℎ𝑖 ∗| 𝑠𝑡−1 |

Dot product similarity(ℎ𝑖 , 𝑠𝑡−1) = ℎ𝑖𝑠𝑡−1

Generalized Similarity(ℎ𝑖 , 𝑠𝑡−1) = ℎ𝑖𝑊𝑎𝑠𝑡−1

Learned attention weight matrix
How much do we care about each 
part of embedding?



There are many ways to measure similarity…

Source: https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html
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