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Logistics

• Submit your form for the final project, even if you haven’t formed a 
group. You can indicate a general preference for project area.

• Weekly Quiz is up
• Office hours today will only be from 3-4pm (not 3-5pm)

• Send me an email if you were planning to come in after 4 and we’ll work 
something out.



Machine Translation

Software that translates one language to another

















































Do you think the embedding from the 
final RNN can encode enough 

information about the beginning of the 
sentence to accurately translate it?
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What if the decoder “forgets” the 
sentence embedding?



Issues with RNNs for Seq2Seq

• RNNs may “forget” the beginning of the sentence in the encoder
• RNNs (even LSTMs) may “forget” the embedding in the decoder



What about a sum of hidden 
states instead of just using the 

final state?
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𝑎𝑡,𝑖 = 𝑎𝑙𝑖𝑔𝑛(𝑥𝑡, 𝑦𝑡)

How well two words are “aligned”

𝑎𝑡,𝑖 =
exp 𝑠𝑐𝑜𝑟𝑒 𝑠𝑡−1, ℎ𝑖

σ𝑗=1 exp 𝑠𝑐𝑜𝑟𝑒 𝑠𝑡−1, ℎ𝑗

Softmax of some predefined scoring metric



Attention Alignment Score

• Need to determine how well output word 𝑦𝑡  aligns with each input 
word 𝑥𝑖

• How can we determine the similarity between two words (or at 
least the vectors that represent them)?
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Attention Alignment Score

• Need to determine how well output word 𝑦𝑡  aligns with each input 
word 𝑥𝑖

• How can we determine the similarity between two words (or at 
least the vectors that represent them)?

Cosine Similarity(ℎ𝑖 , 𝑠𝑡−1) =
ℎ𝑖𝑠𝑡−1

ℎ𝑖 ∗| 𝑠𝑡−1 |

Dot product similarity(ℎ𝑖 , 𝑠𝑡−1) = ℎ𝑖𝑠𝑡−1

Generalized Similarity(ℎ𝑖 , 𝑠𝑡−1) = ℎ𝑖𝑊𝑎𝑠𝑡−1

Learned weight matrix
How much do we care about 
each part of embedding?



There are many ways to measure similarity…

Source: https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html













Recap

Machine Translation is a 
Seq2Seq Learning Task

Encoder-Decoder 
Architectures work well for 

Seq2Seq learning problems

Attention helps solve some of the 
memory issues that RNNs face 

for Seq2Seq learning tasks
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