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Logistics

• Keep thinking about final project groups and projects, use Edstem 
if you’re looking for partners!
• Max group size of 4

• ~60 people have not yet cloned the CNNs stencil
• You should probably get started…

• Don’t forget about workshops/SRC discussions
• You have to attend 2 of each before the end of the semester



RNNs are bad at “long term memory”

Information at time t, 𝑠𝑡, is repeatedly fed 
through a fully connected layer and needs to 
remain relatively unchanged until it is 
needed.





























































Overview of RNN Sequence Prediction

The

The dog barked at ____

Embedding Matrix Embedding for “The” RNN

Initial Hidden State

Output
(onehot 
vector)

Predicted word

dog Embedding for “dog” RNN
Output
(onehot 
vector)

Predicted word

Embedding Matrix



When to compute loss

We have predictions and ground truths at every step, why not 
compute the loss after every word and backprop?

Should your model be penalized equally for incorrect predictions?
1) The ___
2) The dog barked at ___



Machine Translation

Software that translates one language to another
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