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Updates

• I’m not holding office hours today.
• No weekly quiz this week.
• I’ll sort out consequences for people who have come forward by 

tomorrow.
• I’ve responded to some people, but not everyone. If you’ve reached out 

acknowledging your use of AI and haven’t sent your chat transcripts, 
please send those. You’ll save me an email.



Collaboration

• Collaboration is encouraged and is great for learning
• Lots of people get help at hours and might have similar code if 

they were discussing issues or getting the same help from TAs, 
this is fine.

• But also… be aware that some students brought code to office 
hours generated by AI that they couldn’t debug on their own…
• Becomes a little unclear what to do in cases of fruit from a poisonous tree

https://en.wikipedia.org/wiki/Fruit_of_the_poisonous_tree


Final Project

Groups of 3 or 4
Project: Go do some Deep Learning!

Option #1: Reimplement recent research paper
Option #2: Do something new (required for capstoning students)

Full project description, dates, and intermediate checkpoints:
https://hackmd.io/@BDLS25/ryoDyDmiJg 

https://hackmd.io/@BDLS25/ryoDyDmiJg


Final Project

Groups of 3 or 4
Project: Go do some Deep Learning!

Option #1: Reimplement recent research paper
Option #2: Do something new (required for capstoning students)

Full project description, dates, and intermediate checkpoints:
https://hackmd.io/@BDLS25/ryoDyDmiJg 

Step 1: Form groups!

https://hackmd.io/@BDLS25/ryoDyDmiJg




Demo here: https://turbomaze.github.io/word2vecjson/
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Say in the middle of training, the model sees:
 𝑷(“𝒉𝒂𝒑𝒑𝒊𝒍𝒚”|”They Danced”) = High 
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Then the model sees a lot of “danced gleefully”

How do we modify the embedding of “gleefully” so that it 
is similar to “happily”?

Context Based Learning!





















Limitations of the N-gram model

• What issues do we run into using feed-forward N-gram models?
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Limitations of the N-gram model

• What issues do we run into using feed-forward N-gram models?
• As the size of N increases, the number of weights needed for the linear layer 

becomes far too large. 

• Using a fixed N creates problems with the flexibility of our model. 
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