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The bad news:
 There are a large number of academic code violations (e.g., 
copying and pasting code from AI or other people)
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You probably shouldn’t have the same submission as 
someone else… 
You either:
1. Shared code
2. Both used same outside source (e.g., ChatGPT)

From the course Missive

We’re looking specifically at the more 
complex functions (e.g., gradient_tape)

(you don’t need to worry that one_hot is the 
same as someone else’s)

If you use outside sources they must be cited.
If you used AI, you need to include transcripts.

If you are think you have violated this policy, send me an 
email by Wednesday, 3/5.

After Wednesday, we will reach out to students with 
suspicious or concerning submissions.

We use more than just your final submission for evidence.
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Discrimative vs Generative Models

Discriminitive models learn conditional probabilities 𝑃 𝑌 𝑋 = 𝑥

 Given some features, what is the probability of a label?

Generative models learn joint probabilities 𝑃(𝑋, 𝑌)
 models how a signal was generated





























































































Demo here: https://turbomaze.github.io/word2vecjson/











Say in the middle of training, the model sees:
 𝑷(“𝒉𝒂𝒑𝒑𝒊𝒍𝒚”|”They Danced”) = High 
 𝑷(“𝒈𝒍𝒆𝒆𝒇𝒖𝒍𝒍𝒚”|”They Danced”) = High 

Then the model sees a lot of “danced gleefully”
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