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≤1
Adding more layers adds more 

terms with gradient ≤1

Multiplying by terms ≤1 makes 
things smaller…

Gradients earlier in the network 
tend to “Vanish”















Tensorflow

Option #1: Residual Block
 tfm.vision.layers.ResidualBlock(filters, strides)

Option #2:
 

https://keras.io/examples/vision/edsr/

Original Input Intermediate Output















Motivation of BatchNorm

• Reduce “internal co-variate shift”
• Neural networks are trained on a certain distribution of data and 

are expected to be tested on the same distribution
• If we were to scale the colors of an image significantly at test time, 

we wouldn’t expect a neural network to do well
• The same can be said for our intermediate layers

• They expect a certain distribution of inputs, if that changes significantly 
from example to example, it will be hard to learn

• (Most commonly cited reason for using BatchNorm)



The only issue is that controlling internal 
covariate shift does not matter that much…



BatchNorm makes the loss landscape smoother 
with fewer local minima, saddle points, and other 
problematic areas for gradient descent



Theory, intuition, and experimental results can all tell you different 
things

Why does BatchNorm work so well?
Intuition: If normalizing input data 
works so well for training, why not 
normalize input features to 
intermediate layers?

Theory/experiments: Makes 
gradients of loss function “better”

Why do CNNs work so well?
Intuition: Looking for a way to get 
“spatial reasoning” or translational 
invariance

Theory/experiments: Maybe it’s just 
that using fewer weights lets us go 
deeper and deep networks learn 
better (and also they have spatial 
reasoning)



Depth Giveth and Depth Taketh Away

Resnet trained on image classification task



Depth Giveth and Depth Taketh Away

Resnet trained on image classification task

What’s the 
problem?



Dealing with Overfitting (Again)

Option #1: Hyperparameter Tuning
 - Try a shallower network
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Dealing with Overfitting (Again)

Option #1: Hyperparameter Tuning
 - Try a shallower network

The size of the linear layer is controlled by number of max-pools
Fewer convolutions could actually increase weights in the network…



Dealing with Overfitting (Again)

Option #1: Hyperparameter Tuning
 - Try a shallower network
 - Fewer channels in convolutions



Hyperparameter Tuning

• Manually tuning parameters is seen by DL practitioners as a bit 
“old fashioned”
• The goal of deep learning is to automatically find good models in a general 

way
• Any human-driven heuristic approach makes the process specific



Hyperparameter Tuning

• Manually tuning parameters is seen by DL practitioners as a bit 
“old fashioned”
• The goal of deep learning is to automatically find good models in a general 

way
• Any human-driven heuristic approach makes the process specific

Can we write a method to ___ and then run deep learning on that output?
(center the image, recognize letters on signs, label parts of a sentence)



The Bitter Lesson of AI

The biggest lesson that can be read from 70 years of AI research is that 
general methods that leverage computation are ultimately the most 
effective, and by a large margin.
 Richard Sutton



The Bitter Lesson of AI

The biggest lesson that can be read from 70 years of AI research is that 
general methods that leverage computation are ultimately the most 
effective, and by a large margin.
 Richard Sutton

1) AI researchers have often tried to build knowledge into their 
agents

2) This always helps in the short term, and is personally satisfying to 
the researcher, but

3) In the long run it plateaus and even inhibits further progress
4) Breakthrough progress eventually arrives by an opposing 

approach based on scaling computation by search and learning.



Hyperparameter Tuning

• Manually tuning parameters is seen by DL practitioners as a bit 
“old fashioned”
• The goal of deep learning is to automatically find good models in a general 

way
• Any human-driven heuristic approach makes the process specific

Can we write a method to ___ and then run deep learning on that output?
(center the image, recognize letters on signs, label parts of a sentence)

Manual hyperparameter tuning is a flaw that 
needs to be overcome



Dealing with Overfitting (Again)

Option #1: Hyperparameter Tuning
 - Try a shallower network
 - Fewer channels in convolutions

Option #2: Regularization
 - “Encourage” model to be lower complexity



Regularization: L2 Norm Penalty

Intuition: high degree polynomials typically don’t 
work for regression tasks because they overfit.

When they overfit, the parameters of some terms 
get very large.

Let’s penalize the model for having large 
parameters.
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Intuition: high degree polynomials typically don’t 
work for regression tasks because they overfit.

When they overfit, the parameters of some terms 
get very large.

Let’s penalize the model for having large 
parameters.

Original Loss=𝑀𝑆𝐸(𝑦, ො𝑦)

L2 Regularization Loss =𝑀𝑆𝐸(𝑦, ො𝑦) + 𝜆 𝑤0
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Intuition: high degree polynomials typically don’t 
work for regression tasks because they overfit.

When they overfit, the parameters of some terms 
get very large.

Let’s penalize the model for having large 
parameters.

Original Loss=𝑀𝑆𝐸(𝑦, ො𝑦)
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L2 Norm (2 refers to power)



Regularization L2 Norm Penalty

• Why do neural networks overfit? Perhaps their weights get large as 
well.

• Can add a penalty to all weights or individual layers
• Smaller weights → simpler function learned



Regularization: Dropout

Image source https://www.istockphoto.com/illustrations/indoor-climbing 





























Recap

Residual blocks prevent 
vanishing gradients

BatchNorm helps to stabilize 
training as networks get deep

Regularization is a somewhat 
automated way of preventing 

overfitting
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