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Logistics

- Beras Conceptual due 10pm tonight
- Two New Workshops

- How to use GPUs/CUDA: How to accelerate code with GPUs? What GPU 
resources are available to you? How do you actually use those resources? 
All questions that may help you on your final projects.

- Math of DL: 





Convolutions in Tensorflow

tf.nn.conv2d(input, filter, stride, padding)

Documentation: https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/nn/conv2d 





















*Padding size needs to be determined*

??
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*Padding size needs to be determined*



Multi-Channel Input

Option #2
N channels to 1 output

Option #1
n channels to n outputs

Which makes more sense?



Multi-Channel Input

Option #2
N channels to 1 output

Option #1
n channels to n outputs

N-channels to 1 output allows information 
from separate channels to be used 

together



Today’s Goals

(1) What non-linear activation functions are available to us?
(2) Learn about Convolutional Architectures

(1) Many more decisions to make about structure of network than MLPs









Activation Functions

Remember, a linear combination of features, even if repeated many 
times, will always be linear.

Still need some type of non-linear activation (e.g., ReLUs)

We also have other convolution-specific activation functions called 
“pooling” operations















































































- All are desirable properties!
- How do CNNs fare?

- Max pooling gives some amount 
of size and translational 
invariance

- But in general, CNNs do not fare 
well with large changes in 
lighting or scale.

- Consequences of not having these 
invariances?

- Require lots of training data
- Have to show network many 

examples of lighting changes, 
scale changes, etc.

Can we address these concerns 
without collecting additional data?

Data Augmentation! Use 
rotated/scaled/shifted images 

from your dataset to train



























Weekly quiz #4 out 
now!
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