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Recap: MLPs

1. Compute Error/Loss on training set
2. Run Backprop and SGD
3. Repeat until convergence
4. If performance on validation set is 

acceptable, terminate, else try new 
hyperparameters



https://medium.com/@lmpo/a-brief-history-of-ai-with-deep-learning-26f7948bc87b



What has happened in the last 15 years?

What has changed?
1. Power and efficiency of compute (GPUs)
2. Availability of data (the internet)
3. New Architectures (e.g., CNNs, Transformers)



Issues with MLPs

1. Resource Intensive
2. Difficult to incorporate certain types of information
3. (and more)
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- CUDA is far better than competitors (AMD)
- Easier to use
- Better optimization

- AMD makes GPUs for graphics, NVIDIA makes GPUs for AI

AMD GPUs are 
competitive for 
gaming and graphics, 
why not for AI?

(With a benchmarking tool made by AMD)



Issues with MLPs

1. Resource Intensive
2. Difficult to incorporate certain types of information



MLPs and Spatial Reasoning

https://medium.com/towards-data-science/creating-a-multilayer-perceptron-mlp-classifier-model-to-identify-handwritten-digits-9bac1b16fe10
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Image is transformed to 
vector of pixels

…

What would happen if 
we permuted the 

ordering of the pixels?



MLPs and Spatial Reasoning

https://medium.com/towards-data-science/creating-a-multilayer-perceptron-mlp-classifier-model-to-identify-handwritten-digits-9bac1b16fe10
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Image is transformed to 
vector of pixels

…

What would happen if 
we permuted the 

ordering of the pixels?

Will the training of the 
neural network differ?

No! MLPs do not use spatial 
information, it does not 

matter which order the pixels 
are fed in so long as it is the 

same ordering for every input



MLPs and Spatial Reasoning

https://medium.com/towards-data-science/creating-a-multilayer-perceptron-mlp-classifier-model-to-identify-handwritten-digits-9bac1b16fe10
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Image is transformed to 
vector of pixels

…
Isn’t this actually a hard 

problem that we are 
trying to learn?







→











MLPs and Spatial Reasoning

MLPs (also called fully-connected networks) have weights from 
every pixel to every neuron

How can we change a fully-
connected network to 

account for spatial 
information?

Fully Connected

… …

Not Fully-Connected



MLPs and Spatial Reasoning

Patches: Pixels close to each other



Advantages of Not Fully Connected Layers

• Fewer weights → Faster?
• The outputs of neurons are 

“features” for local “patches”
• Incorporates spatial 

information (pixels that are 
close together matter)

… …

Not Fully-Connected



Disadvantages of Not Fully Connected Layers

• What happens if the image is 
Translated?

• The patches on the right side 
were never trained with 5’s in 
that side.

Even though we include spatial information, we still don’t 
have spatial reasoning. (Can’t recognize a shifted 5 is still a 5)

What if we used the 
same weights for each 

patch? (Weight Sharing)

























Handmade Kernels and Filters



What Comes Next?

Can we learn a filter for our images rather than “hand crafting” one?



Recap

Fully Connected Neural Networks for images 
lack spatial information

We can add spatial reasoning by connecting 
pixels that are “spatially” close

Convolutions/Filters/Kernels are a technique 
from image processing that combine close 

pixels with a linear transformation

Participation Quiz #3 is up!
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