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Day 1: Introduction to Deep Learning



About Your Instructor

2012-2016 B.A. in 
Computer Science 

+ Classics

2018-2022 
Began Ph.D. 2022-2024

Finished Ph.D.

Office: Arnold Lab 305

Office Hours: 
• Wednesdays 3-5pm
• Tuesdays 3-5pm

Enter from Waterman St., near Metcalf!

Research Interests:
- Multi-Robot Systems
- Deep Learning for 

Optimization
- Interface between 

classical AI systems and 
Deep Learning



Your HTAs!



Your UTAs!



Why take this course?

9



You may have heard of “Deep Learning”



You may have heard of “Deep 
Learning”

https://claude.ai/chat

1. You use DL-based tools daily
2. The skills you learn in this class extend 

beyond applications in deep learning
3. Skills in DL and working with DL tools are 

sought after
4. Explore questions about intelligence and 

learning



You may have heard of “Deep 
Learning”

The amount of compute required for 
powering generative AI doubles every 
100 days

The Latest Advances, Challenges, and Future, in Intelligent Computing, 2022



You may have heard of “Deep Learning” or 
“Artificial Intelligence (AI)” 



You may have heard of “Deep Learning” or 
“Artificial Intelligence (AI)” 



You may have heard of “Deep Learning” or 
“Artificial Intelligence (AI)” 



Our goal is to answers some important questions

DALL-E 2 prompt “a cartoon of a penguin with a question mark”

• What is Deep Learning?
• What are the different deep learning architectures 

and when are they appropriate to use?
• How are deep learning systems implemented?

• What are the ethical considerations when using deep 
learning models?

• What causes improvements in DL models?
• Where is human decision making needed in DL 

systems?
• Why Now?

https://openai.com/dall-e-2/


Today’s Goals:

What is Deep Learning? 

(1) What is Machine Learning?

(2) How Does Deep Learning fit in?

(3) What is NOT Deep Learning?



What is Machine Learning?
Input: X

Function: f

Output: Y

”Cooking?”



What is Machine Learning?
Input: X

Function: f

Output: Y

”Cooking?”

f(X) Y



What is Machine Learning?

Input: X

Learned 
function: f

Output: Y
”Cooking?”

f(X) Y

Supervised 
Learning

f(X)

”Cooking?”

Function: f



What is Machine Learning?

Input: X

Learned 
function: f

Output: Y

No quiero crema 
agrea en mi 
burrito

f(X) Yà

I do not want 
sour cream in my 
burrito

f(X) Y



What is Deep Learning?
Input: X Output: Y

”Cooking?”

f1(.) f2(.) f3(.) f4(.)

f4 (f3 (f2 (f1 (X)))) Y 



What is Deep Learning?
Input: X Output: Y

”Cooking?”

f1(.) f2(.) f3(.) f4(.)

f4 (f3 (f2 (f1 (X)))) Y 

Neural Network



What is Deep Learning?
Input: X

f1(.

)

f2(.

)

f3(.

)

f4(.

)

”Cooking?”

Output:Y

”Cooking?”

Deep Learning DOES NOT mimic the brain!



What is NOT Deep Learning



What is NOT Deep Learning?

Deep Learning is NOT equivalent to AI

Artificial Intelligence (AI)

Machine Learning

Deep Learning



Recap
Input: X Output: Y

Machine Learning
”Cooking?”

f(X) Y

Deep Learning is NOT equivalent to AI

Deep Learning DOES NOT mimic the brain!
Deep Learning

f4(f3(f2(f1(X))))        Y 



Questions?



https://forms.gle/ufSws2Pxrtd93ijt8

Ice Breaker!
• Turn to the person sitting next to you and introduce 

yourself!
• What do you hope to learn/be able to do by the end of this 

course?



Course Logistics
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The Canvas Website

Your access to:
•Ed Discussion 
• GradeScope 
• Weekly quizzes
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The Course Website

•Your one-stop-shop for:

• 
• 
• 

Syllabus Lecture, lab, & assignment 
schedules Links to important forms, 
etc. ...
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Brown Deep Learning Day!

•

•

•

Details forthcoming! 

Course final project

In-person mini conference!

Poster sessions and presentations

• Grouped by theme: e.g. vision, 
language, robotics, ...

33

Deep Learning Day (Spring 2022)



Lectures and class participation

• In-person Lectures

•Weekly quiz on Canvas

• 
•

Lecture recordings available 
Recordings posted to Canvas 
(Media Library)

•Released on Wednesday (starts 
next week!)

•Due on Thursday
•Minimum time/effort if you attend 

class or watch lectures regularly
•No deadline extensions!
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Assignment logistics

• Assignments
• Get stencils via Github 

Classroom

• Submission via Gradescope

• Due Wednesdays 10pm

36



Homework

•Homework 0 (will be released today!)

• 

• 

•

Review of relevant math and probability concepts 

Setting up programming environment 

Graded for completion only (deadline Jan 29)



Your UTAs!



Workshops and SRC Discussions

• SRC Discussion Sections focus on a variety of ethical issues in 
deep learning and how to overcome them.

• Workshops will important skills/applications of deep learning that 
we think are useful for working on your final project
• How to read and implement an academic research paper
• Other deep learning frameworks/tools
• Applications (DL for biology, LLMs, theory, etc.)

• Each is an hour long with multiple time slots offered
• Required to attend 2 of each
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Questions?
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