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Logistics

• Weekly Quiz is out
• Make slow and steady progress on your final project!

• Deep Learning is not something that can all happen at the last minute, 
data takes time to process, experiments take time to run



Generating Images

• How can we generate a “new” image 
using a decoder?

• Sample a vector in latent space and 
send it to the decoder…

• But how do you choose which vector?
• What if you wanted to generate a 

specific image? How would you find 
the right vector?



Is this a good 
autoencoder?

(Encoding size = 32)

Why is loss alone (even 
with validation loss) not 

enough to tell us?



Grid sample latent space and pass to 
encoder



Autoencoders can generate, but are not 
generative
Recall: 
- Discriminative models learn P(y | X)
- Generative models learn P(X)

When we randomly sample, we 
may get some “invalid” outputs. A 
generative model could assign 
these invalid outputs a low 
probability P(X) 

Nothing constrains the latent space 
of an autoencoder to represent 
probability distributions



Issues with Autoencoders

• Vectors close together in latent space may 
not produce similar outputs

• Tend to overfit data (struggle to produce 
“new” outputs)

How to address issues with overfitting 
outputs? Try to learn more variation in outputs.



Issues with Autoencoders

What might a better latent space look like for generation?

Autoencoder Variational Autoencoder



Variational Autoencoders

Autoencoder’s goal: Reconstruct the original input

Variational Autoencoder’s goal: Generate a new output that 
resembles the input















Output≠





VAE Losses

𝐿1 is easy, we’ve seen this before

𝐿1(𝑥, ො𝑥) = 𝑥 − ො𝑥
2

 (MSE)

But what is 𝐿2? How do we measure how much variation our output 
has?

𝐿2 ? ? , ? ? =? ? ? ? 



Defining the Variation Loss

Whatever our loss function, it needs to encourage 𝜎 > 0, or else the model will 
force 𝜎 to 0 in an effort to create the best recreations possible.

If 𝜎 = 0, then the VAE will behave 
the same as an autoencoder!



Defining the Variation Loss

Whatever our loss function, it needs to encourage 𝜎 > 0, or else the model will 
force 𝜎 to 0 in an effort to create the best recreations possible.

But it can’t be too big… because too much variation will create poor reconstructions.



Defining the Variation Loss

Whatever our loss function, it needs to encourage 𝜎 > 0, or else the model will 
force 𝜎 to 0 in an effort to create the best recreations possible.

But it can’t be too big… because too much variation will create poor reconstructions.

Also, what should 𝜇 be?



Defining the Variation Loss

The idea:
- Introduce a prior probability function we we want our latent 

space to look like.
- Encourage 𝑁(𝜇, 𝜎) close to 𝑁 0, 1
- (This will have beneficial properties we’ll see later)



How do we measure distance between 
probabilities?
Kullback–Leibler (KL) Divergence

(For most problems in DL, minimizing Cross Entropy minimizes KL-Divergence)



KL Divergence

K is the dimensionality of Ԧ𝜇, Ԧ𝜎 (i.e., the size of the encoding)







There’s just one issue

How do we take the gradient of a sampling operation?

z∼ 𝑁(𝜇, 𝜎)



Reparametization Trick

Can be rewritten as:
𝑧 = 𝜇 + 𝜖𝜎, where 𝜖 ∼ 𝑁(0, 1)

z∼ 𝑁(𝜇, 𝜎)
Random sampling operation 
(𝜖) no longer depends on 
learnable parameters

Another explanation of why this is needed: https://gregorygundersen.com/blog/2018/04/29/reparameterization/

https://gregorygundersen.com/blog/2018/04/29/reparameterization/











































	Slide 1
	Slide 2: Logistics
	Slide 3: Generating Images
	Slide 4
	Slide 5
	Slide 6: Autoencoders can generate, but are not generative
	Slide 7: Issues with Autoencoders
	Slide 8: Issues with Autoencoders
	Slide 9: Variational Autoencoders
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18: VAE Losses
	Slide 19: Defining the Variation Loss
	Slide 20: Defining the Variation Loss
	Slide 21: Defining the Variation Loss
	Slide 22: Defining the Variation Loss
	Slide 23: How do we measure distance between probabilities?
	Slide 24
	Slide 25
	Slide 26
	Slide 27: There’s just one issue
	Slide 28: Reparametization Trick
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35
	Slide 36
	Slide 37
	Slide 38
	Slide 39
	Slide 40
	Slide 41
	Slide 42
	Slide 43
	Slide 44
	Slide 45
	Slide 46
	Slide 47
	Slide 48
	Slide 49

